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EXECUTIVE SUMMARY 

The emergence of new mobility options and location-based services has led to an 

unprecedented surge in the availability of mobility data sources. While the new data sources 

offer opportunities to discover new subject-level knowledge and open new fields of inquiry, they 

also raise privacy concerns, such as revealing intimate information about a person or allowing 

the re-identification of individuals in a database (Thompson and Warzel, 2019). A common 

practice that organizations use to mitigate such re-identification risks is to remove all explicit 

identifiers, such as name, address, and telephone number. Yet studies have shown that such 

practices can be insufficient because of the uniqueness of the combination of attributes from each 

individual in a dataset, especially for spatial trace data (De Montjoye et al., 2013; Gao et al., 

2019).  

Up to now, a number of studies have developed frameworks and algorithms intended to 

mitigate the associated re-identification risks while considering the tradeoffs between privacy 

protection and data quality (Sweeney, 2002; Dwork and Roth, 2014; Pellungrini et al., 2017). 

However, these studies have often lacked a general understanding of the heterogeneous nature of 

re-identification risks, as risks are associated with differences in urban areas and population 

segments. Three problems could emerge from such a knowledge gap. First, when the tradeoff 

between privacy protection and data quality is balanced, failing to consider heterogeneity within 

the dataset will leave some user groups more vulnerable to privacy attack while unnecessarily 

reducing data quality for others. Second, each time a dataset is collected from a new area or user 

group, privacy risks need to be reassessed. The computational complexity of privacy assessment 

algorithms required to exhaust all possibility of re-identification becomes a severe limitation for 

its practical application by municipal-level public agencies (Pellungrini et al., 2017). Third, the 

privacy implication of re-identification is contextually dependent (Nissenbaum, 2011), as being 

re-identified in a public space is different from being re-identified from a more private setting. 

Not understanding these differences in urban areas can impede the ability to transform the 

existing technical findings to support relevant policies and legal regulations.  

This study examined the variations in re-identification risks of mobility trace data in 

different urban areas, characterized by residential population density, percentage of residential 

land use, and per capita income, and different population segments, characterized by race, 

gender, and household income. The project used the 2017 Puget Sound Regional Travel Survey 
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and estimated the uniqueness of the trip origins and destinations by using the method of k-

anonymity. This report found that 42 percent of the travelers could be re-identified by one trip 

origin or destination point aggregated at the census block group level and the one-hour time 

interval. This confirmed previous findings that mobility traces are highly unique. This project 

further estimated the associations between the built environment and sociodemographic variables 

and the k-values that measure the uniqueness of mobility traces in a dataset. The results showed 

that trips to or from census block groups with a lower per capita income, higher residential 

population density, or higher percentage of residential land use were more likely to have a higher 

level of re-identifiability. Similarly, travelers whose mobility traces were more unique than 

others tended to have higher percentages of male, non-white, and lower income populations.  

The results have two implications for data collection, processing, and publication 

practices. First, generalization or aggregation is a common strategy used by public agencies to 

de-identify individuals in a dataset. However, it is often tricky to determine the optimal level and 

the right fields for aggregation, as over-aggregation may lead to excessive information loss, and 

under-aggregation may be insufficient to achieve a desired level of k-anonymity. By showing the 

structural variations in re-identification risk, this project suggests the possibility of de-identifying 

data according to variation in urban areas and population segments, which could help to reduce 

information loss and offer greater potential protection of the privacy of individuals whose data 

records are more unique than others.  

Second, the methodologies used in this study can help detect and mitigate algorithmic 

biases in current data practices. This project found that travelers whose spatiotemporal traces 

were unique from others consisted of higher percentages of non-white persons and lower income 

populations, which may reflect the symptom of existing geographical inequality. Because these 

population groups also tend to be underrepresented in the dataset, it makes them more vulnerable 

to the re-identification risk than others. When oversampling strategies are designed to account 

for these underrepresented population groups, it is important to consider the distribution of both 

residential and travel locations.  

The study also pointed to two future directions to further expand this area of study. For 

future studies, public agencies will benefit from analyzing surveys of multiple years and larger 

geographical extent to confirm the findings. It would also be helpful to test the suggested 
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aggregation schema to evaluate the effectiveness of such schema in terms of the tradeoffs 

between information loss and re-identification risk reduction.  
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CHAPTER 1. INTRODUCTION 

Human mobility analysis has attracted a growing interest in recent years from different 

disciplines because of its importance in a wide range of applications, ranging from urban 

planning and transportation (Chen et al., 2016) to public health (Chaix et al., 2013). These 

analyses generally rely on large datasets that store detailed information about the spatiotemporal 

points visited by individuals in an urban area, such as Global Positioning System (GPS) traces. 

The emergence of new mobility options and location-based services has led to an unprecedented 

surge in the availability of mobility data sources. While the new data sources offer opportunities 

to discover new subject-level knowledge and open new fields of inquiry, they also raise privacy 

concerns, such as revealing intimate information about a person or allowing the re-identification 

of individuals in a database (Thompson and Warzel, 2019).  

It is a common practice for organizations to anonymize datasets by removing all explicit 

identifiers, such as name, address, and telephone number. Although the resulting data may look 

anonymous, in fact, the remaining data can be used to re-identify individuals (Sweeney, 2002). 

This is because the combination of attributes in a dataset for each observation, or tuple in short, 

can be unique and used as quasi-identifiers (Dalenius, 1986). These unique quasi-identifiers can 

be used to identify individuals in the released data or to link or match the data to other datasets. 

Previous studies have examined the privacy risks of GPS trajectories, mobile phone data, and 

other human mobility datasets (De Mulder et al., 2008; Kondor et al., 2018). For example, De 

Montjoye et al. (2013) showed, in their study of the hourly cell-phone tower tracking of 1.5 

million devices by MAC address over 15 months, that only four spatial-temporal data points per 

day were needed to re-identify 95 percent of the owners of those devices. Similarly, Gao et al. 

(2019) measured the risk of license plate recognition data and found that five spatiotemporal 

records were enough to uniquely identify about 90 percent of individuals, even when the 

temporal granularity was set to be half of a day. 

Up to now, a number of studies have developed frameworks and algorithms to mitigate 

the associated re-identification risks while considering the tradeoffs between privacy protection 

and data quality (Sweeney, 2002; Dwork and Roth, 2014; Pellungrini et al., 2017). However, 

those studies have often lacked a general understanding of the heterogeneous nature of re-

identification risks, as risks are associated with differences in both urban areas and population 

segments. Three problems could emerge from such a knowledge gap. First, when the tradeoff 
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between privacy protection and data quality is balanced, failing to consider heterogeneity within 

the dataset will leave some user groups more vulnerable to privacy attack while unnecessarily 

reducing data quality for others. The limitation becomes more obvious in metropolitan areas such 

as Seattle, with a diversity of urban forms and population groups. Second, each time a dataset is 

collected from a new area or user group, privacy risks need to be reassessed. The computational 

complexity of privacy assessment algorithms required to exhaust all possibilities of 

reidentification becomes a severe limitation for its practical application by municipal-level 

public agencies (Pellungrini et al., 2017). Third, the privacy implication of re-identification is 

contextually dependent (Nissenbaum, 2011), as being re-identified in a public space is different 

from being re-identified in a more private setting. Not understanding these differences in urban 

areas can impede the ability to transform the existing technical findings to support relevant 

policies and legal regulations.  
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CHAPTER 2. RESEARCH OBJECTIVE AND HYPOTHESIS  

This study furthered the findings and methods of previous studies to examine variations 

in re-identification risk associated with differing built environment (BE) and socioeconomic (SE) 

factors. This report tested the following hypothesis:  

Due to differences in travel patterns, re-identification is heterogeneous across different 

urban areas measured by population density, per capita income, percentage of residential land 

use, and sociodemographic segments grouped by race, income, and gender of the travelers.  
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CHAPTER 3. DATA  

This study used the 2017 Puget Sound Regional Travel Survey (PSRC household 

survey), which collected detailed trip information and sociodemographic characteristics from 

6,254 individuals in 3,285 households in the central Puget Sound (Seattle, Washington) region 

(Puget Sound Regional Council, 2018). In 2017, the central Puget Sound region had a population 

of 4,063,700 with a density of 591 people per square mile, which was comparable to other 

metropolitan areas such as Boston or Houston (American Community Survey 2017). Covering 

0.20 percent of households and 0.16 percent of the population in the region, the survey used a 

geographically proportional sampling plan based on the household distribution in each census 

block group, and it oversampled population segments that were traditionally difficult to reach, 

such as transit users and pedestrians (Puget Sound Regional Council, 2018). Data on 2,580 

households and 5,019 individuals with 17,468 trips were collected via a one- to four-day travel 

diary filled in by the participant via telephone or a web-based interface, conducted from Tuesday 

through Thursday; and data on 705 households and 1,235 individuals with 35,024 trips were 

collected via a new app-based seven-day travel diary, conducted from Monday through Sunday. 

The travel diary included for each trip the participant identification (person ID), identification of 

trip origin and trip destination at the scale of the census block group (trip ID), trip start/end 

times, and trip duration.  

In comparison to other data types used in previous studies that captured spatiotemporal 

points along a trip, including mobile phone tower data (De Montjoye et al., 2013) and license 

plate recognition data (Gao et al., 2019), the travel survey data only provided the spatiotemporal 

points at the origin and destination of a trip. Nevertheless, there were three advantages of using 

the PSRC travel survey over other data types. First, data sets used in previous studies have often 

only captured users from a single service or along a particular route. The PSRC survey provided 

a better representation of the region, with a sampling strategy based on the demographic 

distribution of the regional population. Second, the PSRC survey included detailed information 

about travelers that had not been available in previous studies, which allowed the analysis of 

variations of re-identification risks among different social groups. Third, given the prevalent use 

of travel survey data in public transportation agencies, using the travel survey data could provide 

more direct practical guidelines to preserve the privacy of the participants in future travel 

surveys.    
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As for built environment (BE) variables, we included residential population density, per 

capita income, and percentage of residential land use. All three variables are compounded 

variables that capture characteristics of urban areas and are available national-wide, which 

increased the scalability and reproducibility of this study. Population density and per capita 

income were obtained from the 2017 American Community Survey, and the percentage of 

residential land use was collected from the King County online data portal. The three variables 

were joined with the spatiotemporal points from the survey by census block group. Table 3.1 

shows the descriptive statistics of BE variables at the census block group level.  

We selected socioeconomic (SE) variables identified as factors associated with travel 

patterns and activity space, including gender, race, and household income, (Kwan, 2000; Stead, 

2001). The data were obtained directly from the PSRC travel survey. To better interpret results, 

we further grouped race into three groups: white, Asian, and non-Asian people of color 

(NAPOC) and household income into two groups: household income less than $100,000 and 

household income above $100,000. The threshold of $100,000 was selected on the basis of the 

median income of the region. The SE variables were joined with the spatiotemporal points from 

the survey by person ID. Table 3.2 shows the descriptive statistics of SE variables at the 

individual traveler level.  

Table 3.1 Descriptive statistics of built environment (BE) variables at the census block group 
level  

 Overall 
(N=1422) 

Residential Population density  
(per square mile) 

 

Mean (SD) 7510 (9160) 
Median [Min, Max] 5320 [0, 161000] 

Per capita income 
(thousand dollar) 

 

Mean (SD) 44200 (20100) 
Median [Min, Max] 41400 [2890, 205000] 

Percent residential land use  
Mean (SD) 0.501 (0.243) 
Median [Min, Max] 0.549 [0, 0.959] 
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Table 3.2 Descriptive statistics of sociodemographic (SE) variables at the individual level 

 Overall 
(N=5019) 

Gender: male  
Mean (SD) 0.483 (0.500) 
Median [Min, Max] 0 [0, 1.00] 

Race: white  
Mean (SD) 0.604 (0.489) 
Median [Min, Max] 1.00 [0, 1.00] 

Race: asian  
Mean (SD) 0.150 (0.358) 
Median [Min, Max] 0 [0, 1.00] 

Race: non-asian people of color 
(napoc) 

 

Mean (SD) 0.256 (0.437) 
Median [Min, Max] 0 [0, 1.00] 

HH income_<100k  
Mean (SD) 0.466 (0.499) 
Median [Min, Max] 0 [0, 1.00] 

HH income_>=100k  
Mean (SD) 0.458 (0.498) 
Median [Min, Max] 0 [0, 1.00] 
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CHAPTER 4. METHODOLOGY  

The methodology is described in two steps: 1) estimating the probability of achieving k-

anonymity by random sampling, and 2) estimating BE and SE variable means for each value of k 

by random sampling. The first step emulated existing methods for examining re-identification 

risk from mobility traces, while the second extended research to further differentiate risk 

according to BE and SE variables. 

4.1. Estimate of Probability of Achieving K-Anonymity by Random Sampling  

K-anonymity measures the risk of re-identification of an anonymized dataset. To achieve 

k-anonymity, a set of attributes—in this project the combination of census block group ID and 

timestamp of one or more spatiotemporal points—needs to be shared by k individuals. To 

estimate the probability of achieving k-anonymity and the factors associated with each k value, 

this study applied a random sampling approach. Similar methods were used by Sweeney (2002, 

p. 2) and De Montjoye et al. (2013) and tested for validity. In this study, we estimated values of k 

under five data aggregation scenarios: census block group (CBG) and a 1-minute interval, CBG 

and a 10-minute interval, CBG and a 15-minute interval, CBG and a half-hour interval, and CBG 

and a 1-hour interval. Previous studies found that the degree of re-identification risk increased 

with the number of spatiotemporal points randomly sampled from each individual each time (De 

Montjoye et al., 2013; Gao et al., 2019). In this study, we treated the origin and destination of 

each trip as separate spatiotemporal points and measured k-anonymity with one spatiotemporal 

point from each individual in each round of sampling in order to highlight the variability of k-

anonymity among different subgroups in the dataset.  

As illustrated in figure 4.1, in each round, a sample of 5,028 spatio-temporal points was 

created by randomly selecting one point per individual. A value of k was assigned to each point 

by counting the total number of points sharing the same combination of block group trip ID and 

time stamp to that point. A value of one (k = 1) indicated that the point was unique in the sample 

and thus could be used to re-identify the person from the dataset, whereas a value of four (k = 4) 

meant that there were in total four points with the same combination, which reduced the risk of 

re-identification. The sample of points was divided into groups with the same value of k. The 

percentage of points in each group of the total 5,028 points was calculated as the probability of 

achieving k-anonymity in that round. After 1,000 rounds of sampling, we calculated the average 

probability of achieving each value of k.  
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Figure 4.1 Workflow for estimating probabilities of achieving k-anonymity and associated BE 

and SE variable means for each k value from random sampling 
 

4.2. Estimate of BE and SE Variable Means for Each Value of K by Random Sampling  

In comparison to previous studies, this project took a further step by examining the 

associations between BE and SE variables and k-anonymity. As shown in equation (1), the sudy 

first calculated the sample mean of each variable for each k and then estimated the overall mean 

from the sample means.   

𝜇𝜇𝑖𝑖𝑖𝑖 =  1
𝑁𝑁𝑘𝑘
∑ 1

𝑛𝑛𝑘𝑘𝑘𝑘
𝑁𝑁𝑘𝑘
𝑗𝑗=1 ∑ 𝑥𝑥𝑖𝑖𝑖𝑖

𝑛𝑛𝑘𝑘𝑘𝑘
𝑚𝑚=1  …  (1) 

In equation (1), k is the number of individuals sharing the same spatiotemporal point that 

may identify the individual in the dataset. 𝜇𝜇𝑖𝑖𝑖𝑖is the unbiased estimate of population mean for the 

ith variable when K=k. 𝑁𝑁𝑘𝑘is the total number of sample means from the random sampling for 

each value of k. 1
𝑛𝑛𝑘𝑘𝑘𝑘

∑ 𝑥𝑥𝑖𝑖𝑖𝑖 𝑛𝑛𝑘𝑘𝑘𝑘
𝑚𝑚=1 calculates the sample means. 𝑛𝑛𝑘𝑘𝑘𝑘is the number of spatiotemporal 

points from the jth round of random sampling and under the value of k. 𝑥𝑥𝑖𝑖𝑖𝑖is the value of the ith 

variable of the mth spatiotemporal points from that round of sampling.  

To estimate the relationships between BE and SE variables and k-anonymity, we 

estimated a set of Poisson regression models with k as dependent variables and BE and SE 

sample means as predictors, using data from the 1,000 rounds of sampling under the aggregation 
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scenario of CBG and a 1-hour interval. The predictors were log-transformed to account for 

overdispersion. 
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CHAPTER 5. FINDINGS  

Our findings relate to the two steps of the methods applied. First we examined the 

probability that a given individual’s spatiotemporal point would be found unique and therefore 

would represent re-identification risk. Then we examined the extent to which variations in BE 

and SE were associated with this risk and to which some BE and SE groups might experience 

more exacerbated risks than others. 

5.1. K-Anonymity at Varying Time Intervals  

As shown in table 5.1, with only one spatiotemporal point, there was a high probability 

that the point was unique in the dataset. At the CBG and 1-minute time interval, on average 85 

percent of the time a point was unique. The probability of k = 1 diminished as the aggregation of 

time intervals increased, as more time allowed the aggregation of travelers within or across 

CBGs. However, at the 1-hour time interval, on average, 41.7 percent of the time a point was still 

unique in space and time. This indicated that 41.7 percent of the individuals in the dataset were 

the only travelers visiting the given CBG at the given hour, which was a mathematical 

expression of the vulnerability of the individuals to re-identification risk. 

Table 5.1 Probability of achieving k=1, 2, 3, 4 at five levels of spatiotemporal aggregation 

Spatial and 
Temporal 

Aggregation 

Percentage 
of Points 

K = 1 
(N=1000) 

Percentage 
of Points 

K = 2 
(N=1000) 

Percentage 
of Points 

K = 3 
(N=1000) 

Percentage 
of Points 

K = 4 
(N=1000) 

CBG & 
1-minute 

    

Mean (SD) 0.851 
(0.00583) 

0.115 
(0.00574) 

0.0241 
(0.00347) 

0.00669 
(0.00220) 

Median 
[Min, Max] 

0.851 
[0.833, 
0.870] 

0.115 
[0.0947, 
0.133] 

0.0239 
[0.0131, 
0.0358] 

0.00636 
[0.000796, 

0.0143] 

CBG & 
10-minute 

    

Mean (SD) 0.725 
(0.00699) 

0.176 
(0.00717) 

0.0538 
(0.00517) 

0.0219 
(0.00406) 

Median 
[Min, Max] 

0.725 
[0.702, 
0.746] 

0.177 
[0.155, 
0.201] 

0.0537 
[0.0382, 
0.0698] 

0.0223 
[0.00955, 
0.0342] 
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Spatial and 
Temporal 

Aggregation 

Percentage 
of Points 

K = 1 
(N=1000) 

Percentage 
of Points 

K = 2 
(N=1000) 

Percentage 
of Points 

K = 3 
(N=1000) 

Percentage 
of Points 

K = 4 
(N=1000) 

CBG & 
15-minute 

    

Mean (SD) 0.679 
(0.00722) 

0.193 
(0.00729) 

0.0649 
(0.00564) 

0.0289 
(0.00438) 

Median 
[Min, Max] 

0.679 
[0.658, 
0.699] 

0.193 
[0.167, 
0.214] 

0.0650 
[0.0495, 
0.0853] 

0.0286 
[0.0127, 
0.0414] 

CBG & 
30-minute 

    

Mean (SD) 0.551 
(0.00719) 

0.217 
(0.00778) 

0.0923 
(0.00653) 

0.0459 
(0.00547) 

Median 
[Min, Max] 

0.551 
[0.529, 
0.573] 

0.217 
[0.189, 
0.243] 

0.0925 
[0.0740, 
0.115] 

0.0453 
[0.0278, 
0.0636] 

CBG & 
60-minute 

    

Mean (SD) 0.417 
(0.00683) 

0.218 
(0.00799) 

0.118 
(0.00747) 

0.0675 
(0.00658) 

Median 
[Min, Max] 

0.417 
[0.396, 
0.440] 

0.218 
[0.196, 
0.243] 

0.118 
[0.0961, 
0.144] 

0.0668 
[0.0493, 
0.0883] 

 

5.2. Associations between K-Anonymity and BE and SE Variables  

Figure 5.1 illustrates the relationships between BE variables and values of k achieved at 

the CBG and a 1-hour time interval. In each plot, the x-axis is the value of k, and the y-axis is the 

overall mean of the variable of interest for each k value estimated from the random sampling. 

The further to the right of the x-axis, the higher the number of data subjects sharing the same 

attributes, and therefore the lower the likelihood of being re-identified from the dataset. Thus, a 

positive slope suggests that a higher value of the measured BE variable is associated with a lower 

risk of being re-identified, while a negative slope indicates that a higher value of the measured 

BE variable is associated with a higher risk of being re-identified from the crowd.   

According to figure 5.1, spatiotemporal points were more likely to achieve a lower k-

value and were therefore more unique in the dataset in CBGs with higher population densities, 
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higher percentages of residential land use, and lower per capita income.  Similar patterns were 

also observed with other time intervals.    

 

 

Figure 5.1 Relationship between BE and k value achieved at CBG and 1-hour intervals 
 

Figure 5.2 shows the relationships between SE variables and values of k achieved at the 

CBG and a 1-hour time interval. The x-axis is the k-value, and the y-axis is the percentage of a 

demographic group whose points achieved the corresponding k-value. The further to the right 

end of the x-axis, the higher the number of data subjects sharing the same attributes, and 

therefore the lower the likelihood of being re-identified from the dataset. Individuals whose 

points had a low k value and were more unique in space and time came from demographic 

groups that had a lower percentage of male individuals, a higher percentage of people with 

income of less than $100,000, a lower percentage of Asian population, and a higher percentage 

of non-Asian people of color. In comparison, there was not a clear trend between the percentage 

of white population and k value. Similar patterns were also observed when k was estimated at 

other time intervals.    
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Figure 5.2 Relationship between SE and k value achieved at CBG and a 1-hour interval 
 

Overall, the results from the regression models confirmed the patterns observed in figure 

5.1 and 5.2. Table 5.2 shows that Model 1 estimated the associations between k and BE 

variables. The results were consistent with the observations shown in figure 5.1. A 1 percent 

increase in population density was associated with a 0.12 unit decrease in k. A 1 percent increase 

in per capita income was associated with a 0.34 unit increase in k. A 1 percent increase in the 
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percentage of residential land use was associated with a 8.78 unit decrease in k. Similarly, Model 

2 estimated the associations between k and SE variables. The results were also mostly consistent 

with the patterns shown in figure 5.2 except that a 1 percent increase in the percentage of males 

was associated with a 0.18 unit decrease in k instead of an increase. Model 3 estimated the 

associations using both BE and SE variables. The only estimate that differed from previous 

model results was that the percentage of Asians was negatively associated with k after other 

confounding factors were controlled.  

Table 5.2 Associations between k and BE and SE variables from Poisson regression models 

  Model 1   Model 2   Model 3   
  Est. Sig. Est. Sig. Est. Sig. 

(Intercept) 0.06  1.16 *** 0.07  

log(density) -0.12 ***   -0.06 *** 

log(per capita income) 0.34 ***   0.24 *** 

log(percent residential) -8.78 ***   -8.51 *** 

log(percent male)   -0.18 *** -0.14 *** 

log(percent asian)   0.06 *** -0.05 *** 

log(percent napoc)   -0.28 *** -0.03 *** 

log(percent income < 100k)   -0.68 *** -0.25 *** 
       

AIC 93179  131924  90320  

Observations 19079   18809   18809   
Note 1: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 
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CHAPTER 6. DISCUSSION 

Previous studies using GPS data and surveillance data have demonstrated the uniqueness 

of human mobility traces at high spatiotemporal resolution. This study showed that even at 

relatively low spatial and temporal resolution—points at the CBG level and a 1-hour time 

interval from a large regional travel survey—traces of individuals’ movements remain highly 

unique. While the traces alone may not be enough to re-identify people and reveal sensitive 

information, they can be used to link or match the data to other datasets. For example, Sweeney 

(1997) used ZIP code, sex, and birth date information and linked the 1997 voter’s list for 

Cambridge, Massachusetts, and local public medical records. 

This study further extended previous studies by examining the variations in re-

identification risk of mobility data that accrues as a result of variations in urban areas and 

population segments. The results showed that travelers in more residential neighborhoods, i.e., 

neighborhoods with higher percentages of residential land use or higher residential population 

densities, and neighborhoods with lower per capita income are more likely to be re-identified. 

The relationship between the uniqueness of traces and percentage of residential land use point to 

the role of one’s home as an origin and destination of mobility traces, and to the spatial 

predominance of a relatively suburban distribution of residents in single family housing within 

Seattle. Similarly, areas of relatively low per capita income are not likely to provide destinations 

that attract travelers and therefore are more distinctive than other areas for mobility traces.  

The finding that uniqueness rises with population density of residents, however, could be 

counterintuitive, as one would expect high residential population density to confer a measure of 

anonymity to travelers. There could be two possible explanations. First, the result may reflect 

Seattle’s unique distribution of population density across CBGs, where CBGs in the downtown 

area are mostly commercial lands and have very low numbers of residents and residential 

population density. Thus, the built environment characteristics captured by the residential 

population density were similar to those captured by the percentage of residential land use and 

may not have reflected the housing or building density of the city. Second, as shown in figure 

5.2, there could be a nonlinear relationship between k-values and residential population densities 

that was not fully captured by the current model specification.  

Besides BE variables, the study also found that travelers whose mobility traces were 

more unique than others tended to have higher percentages of male, non-white, and lower 
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income populations. For male travelers, Kwan (2000) found that they have fewer space-time 

constraints and therefore larger activity space than female travelers, which could lead to more 

trips to places that are less visited by others. For non-white and lower income travelers, no 

studies have explained why their mobility traces are more unique than others. One possible 

explanation may be that white and higher income travelers aggregate origins and destinations 

such as downtown work and retail locations in mobility traces more than their non-white and 

lower income counterparts, and they may be less likely to visit places visited by non-white and 

lower income travelers or may be more likely to visit those places at different times than those 

two groups. In addition, places visited by white and higher income travelers are also frequently 

visited by non-white and lower income travelers.    

The results have two implications for data collection, processing, and publication 

practices. First, generalization or aggregation is a common strategy used by public agencies to 

de-identify individuals in a dataset. However, it is often tricky to determine the optimal level and 

the right fields for aggregation, as over-aggregation may lead to excessive information loss, and 

under-aggregation may be insufficient to achieve a desired level of k-anonymity. By showing the 

structural variations in re-identification risk, this study suggests the possibility of de-identifying 

data according to variation in urban areas and population segments, which could help to reduce 

information loss and offer greater potential protection of the privacy of individuals whose data 

records are more unique than others.  

Second, the methodologies applied in this study can help detect and mitigate algorithmic 

biases in current data practices. This study found that travelers whose spatiotemporal traces were 

unique from others consisted of higher percentages of non-white persons and lower income 

populations, which may reflect the symptom of existing geographical inequality. Because these 

population groups also tend to be underrepresented in datasets, it makes them more vulnerable to 

re-identification risk than others. When oversampling strategies are designed to account for these 

underrepresented population groups, it is important to consider the distribution of both 

residential and travel locations.  
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CHAPTER 7. CONCLUSION AND FUTURE DIRECTIONS  

Using a large regional travel survey, this project examined the variations in re-

identification risk measured by k-anonymity in different urban areas and population segments. 

The results showed that even at relatively low spatiotemporal resolution, such as CBG level and 

a 1-hour interval, individuals’ mobility traces through time and space were still highly unique. 

The study found that travelers in neighborhoods with higher percentages of residential land use, 

higher residential population densities, and lower per capita income were more likely to be re-

identified. Travelers whose mobility traces were more unique than others also consisted of higher 

percentages of male, Asian, NAPOC, and lower income populations.  

The findings can be applied in several ways in the different stages of the data cycle. First, 

in the early stages of technology procurement, installation, and collection, the findings can be 

integrated into the current surveillance ordinance act and the privacy impact assessment in the 

City of Seattle and used to identify and avoid urban areas that are vulnerable to privacy attacks. 

Second, in the data processing stage, the findings can be used to determine optimal strategies of 

de-identifying data by different urban areas and population segments, as well as to detect and 

mitigate potential algorithmic biases in the data collection process. Finally, in the data publishing 

stage, the findings can be used to guide restrictions on publishing data collected from urban areas 

or social groups with higher re-identification risks. 

One limitation of the study is that the findings reflect the travel behavior patterns of only 

the surveyed participants and cannot be directly generalized to the entire region or other 

metropolitan areas. For future studies, public agencies will benefit from analyzing surveys of 

multiple years and larger geographical extent to confirm the findings. It would also be helpful to 

test the suggested aggregation schema to evaluate the effectiveness of such schema in terms of 

the tradeoffs between information loss and re-identification risk reduction. Currently, there are 

three common privacy-preserving approaches: generalization, suppression, and differential 

privacy with synthetic data. Generalization replaces a value with a more general value (e.g., 

aggregating survey results to gender or race). Suppression removes a sensitive value from the 

original dataset (e.g., replacing race with “xxx”) (Sweeney, 2002). Differential privacy describes 

a family of methodologies, such as the laplace mechanism, the exponential mechanism, and the 

sparse vector technique, that protect individuals from any additional harm that they might receive 

as a result of data being in a private dataset that they would not have received had the data not 
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been part of the dataset (Dwork and Roth, 2014). The next step of this study will test each 

approach for their capacity to address the urban and social heterogeneity of re-identification risks 

while minimizing the tradeoffs of information loss in the process.   
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